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1. Consider the success run chain with state space S = {0, 1, 2, . . .} and
transition matrix P = ((pij)) where pij = 0 if j 6= 0, i + 1; pi0 =
qi , pi i+1 = pi. Show that the chain is irreducible and zero is a recurrent
state iff

∑
j

qj = ∞. [10]

2. Suppose the Markov chain (Xn) with state space S is irreducible and
recurrent. Fix i ∈ S.

a) Describe explicitly the (unique) invariant measure γ = {γj, j ∈ S}
satisfying γi = 1. [5]

b) Show that 0 < γj < ∞ ∀j ∈ S. [5]

c) Show that a unique stationary distribution exists iff Eiτi < ∞ where
τi = inf{k ≥ 1 : Xk = i}. [5]

3. Consider the Markov chain on S = {0, 1, 2, . . .} corresponding to the
‘infinite capacity storage model’ viz

Xn+1 = (Xn + An+1 − 1)+

for n ≥ 0. Here {An} are integer valued i.i.d random variables such that
for each n ≥ 0, An+1 is independent of Xn. Let A(s) = EsA1 , 0 <
s ≤ 1 be the generating function of A1. Suppose P (X0 = k) = πk, k ≥
0 and (πk) is a stationary distribution with generating function Π(s).
Show that if 0 < EA1 < 1 and P (A1 = 0) > 0 then

Π(s) =
(1− EA1)(1− s)

A(s)− s
0 < s < 1.

[15]
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4. Consider the Markov chain (Zn)n≥0 on S = {0, 1, . . .} corresponding to
a branching process with immigration viz. Z0 = 1

Zn+1 = In+1 +
Zn∑
j=1

Znj, n ≥ 0

where {Znj, n ≥ 0, j ≥ 1} are i.i.d. non negative integer valued random
variables and {In, n ≥ 1} are i.i.d integer valued random variables
independent of {Znj, n ≥ 0, j ≥ 1}. Suppose I1 has generating function
B(s) with 0 < β = B′(1) < ∞ and Z01 has generating function A(s)
with 0 < α = A′(1) < 1.

a) If P = ((pij)) is the transition matrix for (Zn)n≥0 show that for all
i ∈ S,

∞∑
j=0

pij · sj = B(s)A(s)i

[5]

b) Show that for n ≥ 0,

E[Zn+1 |Zn] = β + αZn w.p.1.

[5]

c) Show that if Π(s) is the generating function for a stationary distri-
bution for (Zn) then Π(s) satisfies

Π(s) = B(s)Π(A(s)) 0 ≤ s ≤ 1.

[5]

d) Let A(s) = q+ps p+q = 1, 0 < p < 1, and B(s) = eλ(s−1), λ > 0.
Compute Π(s) (Hint : use (c)). [10]

5. Consider a Markov chain (Xn) on the state space {0, 1, . . . , N}, with
transition matrix P = ((pij)) consisting of 3 classes viz.
{0}, {1, . . . N − 1} and {N}, where 0 and N are absorbing states both
accessible from any k ∈ {1, . . . N − 1}. Pick a reference state, say 1,
and define a modified chain (Yn) with transition matrix Q = ((qij))
with qij = pij i, j 6= 0, N ; q01 = qN1 = 1.
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a) Show that {Yn} is irreducible. [5]

b) Let τ1 = inf{k ≥ 1 : Xk = 0 or N}. Show that E1τ1 = 1
π0

+ 1
πN

− 1
where π = (πk) is the stationary distribution for (Yn). [10]

6. Let (Xt) be a continuous time Markov chain with state space S and
parameters Q = ((qij)) and {λ(i) : i ∈ S}. Suppose λ(i) ≡ λ, λ > 0
for all i ∈ S. Compute the transition probabilities Pij(t) explicitly in
terms of Q and λ. [15]

7. Consider an M/M/1 queue with arrival and service rates corresponding
to independent Poisson processes with parameters a > 0 and b > 0
respectively. Let Xt = number in the system at time t, t ≥ 0.

a) Compute the transition probabilities Q = ((qij)) and the holding
time parameters {λ(i); i ≥ 0}. [10]

b) Show that if a < b then a unique stationary distribution exists. [10]
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